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Abstract — In this paper the speaker accent recognition methods as a subsystem for eLearning Moodle system were implemented. The proposed recognition method is using Mel-frequency cepstral coefficients method for speech sample features extraction and neural network based classifier, which allowed to increase the reliability of the recognition of certain accents.
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I. Introduction
Machine learning is a branch of informatics that separated from pattern recognition studies and theory of computational learning in artificial intelligence area [1]. Among the objectives of machine learning studies are pattern recognition, computer vision, data mining, search engines and speech recognition [2].

Speech recognition is an actual problem because of growing spread of speech recognition systems in various areas of human activity. Generic speech recognition systems face the problem of working with different languages and even accents, because often they differ much. Precise recognition of speaker’s accent can help adapt these systems to speaker and improve speech recognition accuracy.

Accent recognition systems can also have application in eLearning area to help those learning foreign languages improve and check spelling.

The objective of this work is implementing accent recognition subsystem for eLearning systems.

To reach this objective such sub-tasks must be solved:

· study the methods of speech sample acoustic features extraction;

· study the methods of speech sample classification based on extracted features;

· develop a method of the speaker accent recognition which will increase the reliability of recognition of certain accent;

· implement accent recognition methods programmatically;

· integrate implemented methods as a subsystem in eLearning systems; 

· test the implemented method using experimental data.

II. General characteristic of speech and accent recognition problems
A. Speech recognition
Speech recognition solves a problem of transforming human speech into data that is possible to be processed programmatically. First speech recognition device was created in 1952 [3]. The problem of speech recognition is of current interest and is solved in such applications as: development of search engines, voice controlled devices, digital personal assistants, teaching foreign languages in E-learning systems.
Solving the problem of speech recognition can make possible creation of digital systems that receive input as spoken natural speech instead of typing commands or using graphical interface. This in many cases may simplify interaction with such digital systems, especially for the users who face difficulties using a keyboard or a touchscreen.
To solve the problem of speech recognition such steps must be carried out:
Step 1. Calculate which parameters of the speech signal are needed.

Step 2. Parts of the audio signal that contain actual speech are analyzed, audio features are extracted. Also syntactic and lexical analysis of speech sample is performed.

Step 3. Received parameters are compared to speech and acoustic models of known language to get the result of recognition process.

B. Accent recognition
Problem of accent recognition consists of speech sample analysis and classification of the sample to attribute it to one of the known accents.
To solve the problem of accent recognition such steps must be carried out:
Step 1. Acquire a speech sample which must be classified.
Step 2. Analyze the sample, extract it’s acoustic features.
Step 3. Classify the sample: compare it’s features with the model of known accents for the given language.
III. Investigation methods of speech sample acoustic features extraction
The step of signal processing in the problem of recognition aims to extract information from the speech signal, that has unique characteristic features of a particular accent. Extracted features are used for training the classifier or classification of the speech sample.
Generally accepted approach to speech signal processing is to use short-term analysis. That is, the signal is divided into fixed size short time periods called frames with the assumption that for a sufficiently short interval of a signal the characteristics remain the same. To analyze the speech signal the length of one frame is usually 10-30 ms, with overlaps between the frames equal to half of the length of the frame.
Then each of the frames is processed with the following feature extraction methods: linear prediction cepstral coefficients method [4] and Mel-frequency cepstral coefficients method [5].
A. Linear prediction cepstral coefficients (LPCC)
The idea of linear prediction is that future values of a discrete signal can be approximated by the linear combination of previous samples from a certain number of observations [4].
The weight coefficients of this linear combination are called linear prediction coefficients. Finding the coefficients of linear prediction is performed using the Durbin recursive algorithm.
Using the linear prediction coefficients it is possible to calculate cepstral coefficients that characterize the speech signal.
B. Mel-frequency cepstral coefficients (MFCC)
This method is most common in speech recognition and speaker recognition systems and applies well to the accent recognition problem [5].
The input of the algorithm is the sequence of frames of the signal, then weight function and Fourier transform are applied to this sequence. Weight function is used to reduce errors in Fourier analysis that are caused by finitness of the sample.
The frequency range of the sample is converted to Mel scale. Mel scale is a result of research of human ear's ability to perceive sounds at different frequencies.
Filter bank is applied to the resulting signal after the Fourier transforms, and then it is divided into ranges. Obtained values are transformed with a logarithm function. The final stage is a discrete cosine transformation.
The output of the algorithm is a vector of Mel-frequency cepstral coefficients for the given speech sample.
In practice, the MFCC method is the one of the most used because of its ease of use and better suitability for feature extraction of the speech signal to solve various problems related to speech recognition, including accent recognition.
IV. Investigation methods of speech sample classification
The problem of speech signal recognition differs from static pattern recognition, because in case of speech recognition the object of analyzing is a process and not a static image or pattern.
So the speech sample to be recognized is represented by a series of feature vectors rather than a single one.
Several methods of classification exist to solve the recognition problem [6].
A. Gaussian mixed models (GMM) method
In statistics, a mixture model is a probabilistic model for representing the presence of subpopulations within an overall population, without requiring that an observed data set should identify the sub-population to which an individual observation belongs.
Modeling with mixtures uses a mix of several statistical distributions to model the distribution of a given population.
Gaussian distributions are used most often for mixture modeling [7].
In the area of speech recognition GMM is used for speech sample classification using it’s extracted acoustic features.
Gaussian mixture models are used widely and for a long time in this area, so many implementations and optimizations of the method were created.
B. Hidden Markov models
A hidden Markov model (HMM) is a statistical Markov model in which the system being modeled is assumed to be a Markov process with unobserved (hidden) states. The problem in this case is to find the hidden parameters based on the ones, that are available for observation and influence the hidden ones [8].
In the area of speech recognition HMM can be considered an improved Bayesian classifier for finding the most probable utterance from the raw speech sample.
Hidden Markov models better adapt to the dynamics of speech in terms of that the same phone can be pronounced differently depending on the sounds surrounding it in the utterance.
HMM acquired wide usage to solve the problem of speech recognition and transforming raw speech signal into text using it’s acoustic features [9].
C. Neural networks
Recognition using neural networks is one of the most modern and perspective methods nowadays. Neural networks model recognition process similar to one of biological systems using learning mechanisms.
For speech recognition fragments of speech signal are passed as the input to the neural network classifier. The input layer of neurons has the same number of neurons as the number of features in each vector for the speech sample. The output is the resulting recognized text [10].
Neural networks are the most perspective method because the precision of systems, based on neural networks is very high due by the possibility to learn; also the speed of classification can be greatly improved by parallelization of computational processes, because neural networks are highly suitable for parallelization.
V. The proposed speaker accent recognition method
In this work a combination of Mel-frequency cepstral coefficients method for feature extraction and neural network for classification was used to solve the problem of accent recognition.

MFCC was used because it allows to achieve good quality of feature coefficients vectors for an audio sample. And neural network classifier was used because high precision of recognition can be achieved on a given subset of accents.

On the first phase of recognition the speech sample is processed by MFCC, which outputs a set of feature vectors. The size of the set is defined by the length of audio file, and the number of coefficients in each of the vectors is the same. So, the number of coefficients defines the number of input neurons in the classifier.

The number of output neurons equals the number of accents, represented in the dataset the model is created from.

VI. Programmatic implementation of accent recognition methods
Python programming language was chosen for implementing the system. Python is rather popular in the area of creating data science and machine learning applications. A great number of libraries for Python exist, that implement different machine learning, feature extraction and speech recognition methods. 

Previously described feature feature extraction and classification methods are rather complicated, so it was decided to use open-source libraries which implement the methods. For feature detection scikits.talkbox library was chosen [11]. Scikits.talkbox – is one of the “toolkits” for a  SciKits library, that are developed separately from it’s main distribution. Scikits.talkbox is designed for audio files processing, mainly speech processing and feature extraction.

Scikits.talkbox library provides following features:

· spectrum estimation related functions: both parametric, and non-parametric;

· Fourier-like transforms;

· basic signal processing tasks such as resampling

· speech related functionalities: mfcc, mel spectrum, etc.

The library is under development, so more new features will be added later.

The implementation if Mel-frequency cepstral coefficients (MFCC) was used from the scikits.talkbox library for feature extraction and obtaining vectors of feature coefficient for speech samples.

A class diagram was developed for the program, using UML notation.

The diagram is presented on the Fig. 1. Classes that were developed in this work are inside the red box on the diagram.

QMainWindow is a standard class for graphical interface creation from Qt library.
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	Figure 1.  Class diagram of the developed program


Three classes were developed for the program: MainWindow, NNClassifier and MFCC.
MainWindow class has four methods:
· init_ui – this method is responsible for creation and initialization of the graphical interface of developed program;
· load_audio – this method is responsible for opening the dialogue window to choose a speech sample audio file and checks the file before processing;
· recognize_audio – this method is using corresponding methods of other developed classes to recognize the speech sample;
· exit – this method is called when the application is exited and is responsible for correctly closing of all used files and finishing the program.
MainWindow class represents the main application window and organizes interaction with the user.
MFCC class is a wrapper upon the tools of scikits.talkbox for feature extraction and saving features data of a speech sample to a temporary file for using it in the classification process.
The MFCC class has two methods:
· prepare_data – this method is responsible for the preparation of data samples; obtained feature vectors are saved to a file to use them for training of the classifier model;
· process – this method is responsible for processing and feature extraction of a given audio file of a speech sample using scikits.talkbox methods.
NNClassifier class implements a neural network classifier to recognize accent by feature vectors of a given speech sample.
This class has two methods:
· train – this method is responsible for building of the model based on the feature vectors of data samples; generated model is saved to and XML file to use it for classification;

· classify – this method gets speech sample feature vectors from a temporary file created my MFCC classes “process” method and uses them to classify speech sample with the help of the previously created model.

VII. The experimental study of the proposed method
For the experimental study of the proposed method Wildcat Corpus of Native- and Foreign-Accented English was used [12].

The corpus contains 1342 audio recordings, representing these accents of English:

· proper English pronunciation;

· Korean;

· Chinese;

· Japanese;

· Italian;

· Indian;

· Irish.

The whole audio sample set was divided into training and testing subsets at a ratio of 4 to 1.

The model of artificial neural network using backpropagation was built and then tested using the dataset.

The results of testing of three different speaker accent recognition methods is given in the Table 1. The following abbreviations are used in the table:

MFCC-NN – the proposed method based on Mel-frequency cepstral coefficients using neural network classifier.

LPCC-NN – the method based on linear prediction cepstral coefficients using neural network classifier.

MFCC-GMM – the method based on Mel-frequency cepstral coefficients using Gaussian mixture modeling classifier.

TABLE I.  The comparative characteristic of accent recognition methods 

	number of instances
	Method
	Number of incorrectly recognized instances
	Recognition error
	Recognition reliability

	100
	MFCC-NN
	9
	9%
	91%

	100
	LPCC-NN
	21
	21%
	79%

	100
	MFCC-GMM
	13
	13%
	87%

	500
	MFCC-NN
	43
	8,6%
	91,4%

	500
	LPCC-NN
	110
	22%
	78%

	500
	MFCC-GMM
	58
	11,6%
	88,4%

	1000
	MFCC-NN
	81
	8,1%
	91,9%

	1000
	LPCC-NN
	208
	20,8%
	79,2%

	1000
	MFCC-GMM
	128
	12,8%
	87,2%


The average values of recognition reliability equal 91,43% for MFCC-NN method, 78,73 % for LPCC-NN method, 87,53 % for MFCC-GMM method.

Thus, the reliability of recognition is increased by the amount
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as compared to recognition reliability for LPCC-NN method.

As well as by the amount
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as compared to recognition reliability for MFCC-GMM method.

VIII. Conclusion and Further Work
The proposed method based on Mel-frequency cepstral coefficients using neural network can improve the reliability of recognition by 14% in comparison with existing methods.

The speaker accent recognition methods was implemented as a subsystem for eLearning system. The developed speaker accent recognition methods were embedded in the remote eLearning system Moodle for independent studying of foreign languages and pronunciation.

Further development of the work is to formalize an accent recognition model, which will be a set of vectors of unique features specific to a particular accent. It will increase the reliability of recognition of certain accents and build an information technology for the speaker accent recognition.
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